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Abstract 

Purpose: Mussaenda frondosa is a rare plant species native to 

Indonesia’s tropical forests, with limited research focused on its 

classification and identification, particularly using machine learning. 

This study aims to develop a classification model for Mussaenda 

species using a Convolutional Neural Network (CNN) approach to 

support the advancement of automated plant identification systems. 

Methodology/approach: The dataset used consists of 650 labeled 

images, categorized into six primary parts of the plant: leaves, stems, 

twigs, fruits, flowers, and trees. A CNN model was developed and 

trained over 200 epochs to classify the images according to these 

categories. Preprocessing techniques such as resizing, normalization, 

and data augmentation were applied to enhance model performance. 

Results/findings: The trained CNN model achieved an accuracy of 

80%, demonstrating its ability to classify Mussaenda frondosa 

components despite the relatively small dataset. Visual inspection of 

prediction outputs showed consistent identification across several 

categories, particularly leaves and flowers. 

Conclusion: The results suggest that CNN can be effectively used to 

classify rare plant species like Mussaenda frondosa. The model's 

performance also indicates that even a limited dataset, when properly 

processed, can yield promising classification results. 

Limitations: The main limitation of this research is the small dataset 

size, which may restrict the model's generalizability to broader plant 

species or more diverse environmental conditions.. 

Contribution: This study contributes to the field of plant classification 

by providing a foundation dataset and a validated CNN model for rare 

tropical species. It opens pathways for further research in biodiversity 

monitoring and conservation using AI. 
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1. Pendahuluan 

Mussaenda frondosa is one of Indonesia's rare plant species found in tropical forests (Shanthi & Radha, 

2020). Despite its significant potential for botanical research and conservation, classification of this 

species has rarely been conducted using automated methods such as machine learning (Faeni, 

Puspitaningtyas, & Safitra, 2021). One of the main challenges in classifying this species is the limited 

availability of datasets (Dewi, Kesiman, Sunarya, Indradewi, & Andika, 2024). Traditional methods for 

plant identification often require extensive expertise and considerable time, hindering efforts to expedite 

the identification process. Therefore, an innovative approach is needed to classify this rare species more 

efficiently and accurately. Research that utilizes deep learning technology, particularly the 

Convolutional Neural Network (CNN) algorithm, presents a promising solution to improve the accuracy 

and efficiency of Mussaenda frondosa classification (Larese et al., 2014; Tugrul, Elfatimi, & Eryigit, 

2022). 

https://doi.org/10.35912/jatra.v2i2.5005
mailto:muchammad.raja.haikal@students.ac.id1,2,3,4,5


 

116                                   2024 | Jatra: Jurnal Teknologi Riset dan Terapan/ Vol 2 No 2, 115-122 
 

The development of artificial intelligence technology, especially in deep learning, has achieved 

significant breakthroughs in image processing (Dung, 2024). CNN is one of the most effective 

algorithms for image classification due to its ability to recognize complex patterns (Chompookham & 

Surinta, 2021; Hajam, Arif, Khanday, & Neshat, 2023). CNN has been applied in various studies for 

plant classification, including tropical forest species and medicinal plants, with significant results in 

improving identification accuracy (Arrofiqoh & Harintaka, 2018). Some studies have even achieved 

accuracy rates of up to 99.12% in leaf image classification (Biswas et al., 2022; Diwedi, Misra, & 

Tiwari, 2024). This demonstrates CNN’s high efficiency in processing diverse image data, particularly 

in large and heterogeneous datasets (Hu, Chen, Yang, Zhang, & Cui, 2018; Lee, Lim, Song, & 

Alqahtani, 2023). 

 

However, the application of CNN for classifying rare species like Mussaenda frondosa remains limited, 

despite this technology's proven accuracy in automatically identifying various plant species (Anisman, 

2021). This creates a significant opportunity for further research, especially in building visual datasets 

that support the development of precise automated models (Albakia & Saputra, 2023). Such 

advancements not only pave the way for innovation in plant classification but also make substantial 

contributions to digital conservation of rare species through machine learning technology (Boulent, 

Foucher, Théau, & St-Charles, 2019; Larese et al., 2014). 

 

2. Methodology 

 
Figure 1: Research Flow 

 

2.1  Data Collection 

The subject of this study is Mussaenda frondosa, a rare tropical forest species in Indonesia. Image data 

were collected specifically from various parts of the plant, including leaves, stems, twigs, fruits, flowers, 

and the main tree structure. A total of 650 high-resolution images were obtained under controlled 

lighting conditions to ensure quality consistency, enabling precise classification. 

 

2.2 Dataset Preparation 

Collected images were standardized and preprocessed. The dataset was split into training (454 images), 

validation (65 images), and testing (131 images) sets. Data augmentation techniques were applied, 

including image rotation, cropping, and brightness adjustments, to enhance model generalization and 

mitigate overfitting risks. Each image was normalized to a fixed size and color scale compatible with 

the CNN model input requirements. 



 

 
2024 | Jatra: Jurnal Teknologi Riset dan Terapan/ Vol 2 No 2, 115-122                         117 

 

 
 

Figure 2: Sample Images of Mussaenda frondosa Plants 

 

2.3 CNN Architecture Design 

The Convolutional Neural Network (CNN) architecture applied in this study is organized sequentially, 

designed to process Mussaenda frondosa images through various transformation layers. The CNN 

model is designed with a total of 44,399,174 trainable parameters as can be. This design is aimed at 

capturing complex visual patterns from plant images, with special attention to computational efficiency 

and overfitting prevention through the use of dropout. Each layer has a specific function in thefeature 

extraction process from the input images, progressively capturing visual patterns with increasing levels 

of complexity. Key layers included: 

1. Convolutional Layers: Initial layers with 32 filters and a 3x3 kernel size to extract edge and texture 

features. The ReLU activation function was used to prevent vanishing gradients. 

 

f(x)=max(0,x) (1) 

 

2. Pooling Layers: MaxPooling with a 2x2 pool size, reducing spatial dimensions for computational 

efficiency while retaining essential features. 

3. Flatten and Dropout Layers: Flattening converts the feature map into a one-dimensional array, with 

a dropout rate of 0.5 to prevent overfitting by randomly deactivating neurons. 

4. Output Layer: Comprising six neurons for classification into the six defined classes (leaves, stems, 

twigs, fruits, flowers, and tree) with a softmax activation function to generate probabilistic outputs. 

 

Table 1: CNN Model Design 

 
 



 

118                                   2024 | Jatra: Jurnal Teknologi Riset dan Terapan/ Vol 2 No 2, 115-122 
 

2.4 Model Training 
Model training was conducted using the Adam optimization algorithm, leveraging its adaptive learning 

rate capabilities to improve convergence speed and handle vanishing gradient issues. Training was set 

for 200 epochs with a batch size of 32. Each epoch refined model weights to optimize the classification 

accuracy based on training and validation data performance. 

 

2.5 Model Evaluation  

Model performance was evaluated using several metrics: 

1. Accuracy: The percentage of correctly classified samples out of the total. 

2. Loss: Measurement of prediction error during training. 

3. Precision, Recall, and F1-Score: Detailed metrics assessing model sensitivity, specificity, and 

balanced accuracy, especially useful for imbalanced class data. 

 

3. Result and Discussion 

The CNN model trained over 200 epochs showed a clear increase in both training and validation 

accuracy. Initially, training accuracy was approximately 50%, indicating the early phase of learning 

visual patterns. Within the first 50 epochs, training accuracy rose sharply to 85%, reaching 95% by 

epoch 100, and nearly 100% by epoch 200. This progression indicates effective pattern recognition and 

high classification accuracy on the training data. 

 

Conversely, validation accuracy increased more gradually. Starting at 55% in the first epoch, it rose to 

around 80% by epoch 200. This slower increase suggests overfitting on the training data, where the 

model began memorizing patterns specific to the training set, reducing generalization. Additionally, the 

limited size and variation in the validation dataset required extended epochs for the model to generalize 

effectively. The gradual rise in validation accuracy indicates the model’s adjustment to new patterns 

present only in validation data, optimizing weights for better accuracy on unseen data. Figure 3 

illustrates the trajectory of training and validation accuracy over epochs (Suciati, Simamora, Panusunan, 

& Fauzan, 2023). 

 
Figure 3: Accuracy Graph 

 

In addition to accuracy, the loss value was also evaluated during training to observe how well the model 

minimized prediction errors. At the beginning of training, the training loss started at a value of 5, 

indicating that the model made many errors in classifying images at this early stage. As the number of 

epochs increased, the training loss significantly decreased, reaching a value of 0.15 by epoch 200 

(Makur, Karta, & Oktaviani, 2023). The validation loss showed a similar downward trend, though it 

was slightly more fluctuating than the training loss. At the first epoch, the validation loss was around 

1.80, but it steadily decreased, reaching 0.22 by the final epoch. Small fluctuations in validation loss 

may be attributed to variations in the validation data, yet the overall downward trend indicates the 

model's capacity to generalize well to new data (Antika, Rusmana, & Widianingsih, 2023). 

 

It has been proven that both training and validation losses decrease as epochs increase, indicating that 

the model became increasingly efficient in learning visual patterns from the dataset and correcting 
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classification errors. The slight fluctuations in validation loss also suggest that the model maintained 

good generalization as can be seen in figure 4. 

 
Figure 4: Loss Graph 

 

The increase in accuracy and the decrease in loss indicate the model’s improved ability to make accurate 

predictions. This process enables the model to refine its understanding of data patterns and significantly 

reduce prediction errors, resulting in a final loss value of 0.22 and an accuracy of 89.23%. The CNN 

model was trained over 200 epochs with the Mussaenda frondosa image dataset, and the results of 

model training and evaluation are presented in the form of a confusion matrix and performance graphs, 

including accuracy and loss during training and validation (Fatchurrohman & Saputri, 2023). 

 

The evaluation of CNN model performance in image classification using the confusion matrix illustrates 

how well the model's predictions align with the true image labels from the test data. Each value on the 

matrix’s diagonal represents correctly classified images, while values outside the diagonal indicate 

classification errors between certain classes. Darker blue colors signify higher accuracy, meaning more 

images were correctly classified, while lighter blue areas highlight where misclassifications were more 

frequent. The test results show that the model successfully classified most classes with high accuracy, 

especially in the leaf and stem classes, where the model could recognize the specific visual features of 

these classes. This is reflected in the high diagonal values for these two classes in the confusion matrix 

(Sutrisno et al., 2023). 

 

In Figure 5, some classification errors are observed in the fruit classes. All fruit samples were classified 

as trees. This error can be explained by conditions during dataset collection. During image capture, 

Mussaenda frondosa was in its fruiting season, resulting in many tree images being obscured by fruit. 

This made it difficult for the model to distinguish between tree and fruit accurately, as the fruits visually 

dominated the tree, leading to the model interpreting them as part of the tree itself. This misclassification 

is shown by non-diagonal values in the confusion matrix, where some fruit images are detected as trees. 

 
Figure 5: Confusion Matrix 
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In Table III, the model's performance in classifying several classes, such as Stem, Flower, Leaf, and 

Twig, shows excellent results, with perfect precision, recall, and F1-score values in certain classes. The 

model accurately identified each image from these classes without error (Faisol, Paujiah, Russel, & 

Ramelan, 2022). Conversely, the model demonstrated weakness in classifying images from the Fruit 

class, with precision and recall values of 0.00, indicating that it could not correctly classify any images 

from the Fruit class. This misclassification was due to the visual similarity between fruits and trees, 

especially as the dataset was collected during the fruiting season, with trees obscured by fruit. The Tree 

class had a lower precision of 0.51 but achieved a recall of 1.00, showing that the model recognized all 

images in the Tree class, even though half of its predictions were incorrect (Safitri, Husniati, & 

Permadhy, 2021). 

 

Overall, the model achieved an accuracy of 86%, meaning it correctly classified 86% of the test dataset 

images. The macro-average values for precision, recall, and F1-score are 0.75, 0.83, and 0.78, 

respectively, indicating varied performance across classes. The weighted average for precision, recall, 

and F1-score are 0.79, 0.86, and 0.82, reflecting the model's overall performance after accounting for 

the data distribution in each class. Although the model performed well in classifying most classes, 

challenges remain in distinguishing between fruit and tree images. 

 

Table 2: Model Performance 

          precision recall f1-score support 

Mussaenda 

Frondosa_Batang 

1.00 1.00 1.00 26 

Mussaenda 

Frondosa_Buah 

0.00 0.00 0.00 18 

Mussaenda 

Frondosa_Bunga 

1.00 1.00 1.00 30 

Mussaenda 

Frondosa_Daun 

1.00 1.00 1.00 21 

Mussaenda 

Frondosa_Pohon 

0.51 1.00 0.68 19 

Mussaenda 

Frondosa_Ranting   

1.00 1.00  1.00 17 

Accuracy   0.86 131 

macro avg 0.75     0.83  0.78 131 

weighted avg 0.79 0.86 0.82 131 

 

4. Conclusion 

A Convolutional Neural Network (CNN)-based classification model for the species Mussaenda 

frondosa was successfully developed and implemented using a dataset of 650 images, divided into six 

classes: leaves, stems, twigs, fruits, flowers, and trees. The model achieved an accuracy of 80% after 

200 training epochs, demonstrating that the dataset, despite its limited size, was adequate for effective 

classification of the species. Through data augmentation and careful architectural design, the model was 

able to capture distinguishing features across six categories: leaves, stems, twigs, fruits, flowers, and 

trees. However, one anomaly was detected in the fruit class, where images of fruits were classified as 

trees. This issue arose due to the conditions during dataset collection, as Mussaenda frondosa was in its 

fruiting season, resulting in many tree images being obscured by fruit, thus impacting classification 

accuracy. To ensure better dataset quality and reduce the risk of similar misclassifications, it is 

recommended for further dataset expansion, that dataset collection be aligned with the plant's seasonal 

stages so that all parts of the plant are clearly visible and well-documented. 

 

The findings confirm that CNNs hold significant promise for the automated classification of rare plant 

species, contributing to digital conservation and biodiversity efforts. By refining the dataset and 

implementing additional enhancements, future research could improve model robustness, ultimately 
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supporting conservation initiatives in tropical forest ecosystems. This study thus underscores the value 

of leveraging deep learning in environmental conservation, offering a feasible path towards efficient 

and accurate identification of rare species in Indonesia's forests. 
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